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Abstract
In many settings a firm’s revenue depends on whether or not they exceed a certain threshold of performance. We develop a principal-agent model that examines the optimal labor contract in these settings. The optimal contract induces efficient effort by basing firing decisions solely on whether or not the agent was successful, even though the absolute level of performance provides important information on the underlying quality of the agent. We test the predictions of our model using twenty-five seasons of data from the National Football League. We use a regression discontinuity approach and find that a close loss increases the probability of a coach being fired by 6 percentage points. Once we condition on whether the game was won or lost, changes in the margin of victory have no significant impact on whether the coach is fired, even though this information provides an important signal of the quality of the coach. 


1. Introduction
	There are a number of settings where a firm’s revenue depends on achieving a specific threshold of performance, such as securing a large contract, winning a legal case, or winning a game. In these settings, the firm does not receive any additional revenue by exceeding the threshold by a larger margin nor does the firm receive any revenue from almost achieving the threshold. As a consequence, firms want to encourage greater effort when it is likely to change the outcome but conserve on effort when the outcome is either hopeless or assured.
	In this paper, we develop a model for firm firing decisions in a context in which the firm’s objective function depends on success in a discrete task.  We show that under plausible conditions, it is optimal for a firm to commit to a rule in which an employee is fired with some probability if the employee is unsuccessful at the assigned task.  This decision rule ignores the information contained in the underlying measure of performance, which is needed to incentivize effort only when it can significantly influence the outcome.  We also show that the principal will adjust this rule to take into account any ex ante information on the probability of success, reducing the probability of firing an unsuccessful agent whenever success is harder to achieve.  We also examine situations in which employees differ according to skill; when the current employee substantially excels the average replacement, the principal will no longer fire the agent after a single adverse outcome.
To test our model, we require detailed information on the quality of a worker’s performance, whether the performance resulted in a successful outcome, observable factors affecting the difficulty of task completion, and information on whether the worker was fired.  Because of these stringent data requirements, we conduct our empirical analysis in the context of coaches in the National Football League (NFL).  While this represents a very specialized setting, the NFL offers a high-stakes environment in which we can rigorously test our model. To the extent that we are able to explain the observed firing patterns, we may feel comfortable that we understand the behavior of sophisticated economic actors (Kahn 2000; Pope and Schweitzer 2011).
Using data from twenty-five NFL seasons, we find empirical patterns that are consistent with our theoretical predictions.  We use a regression discontinuity design and find that barely losing a game increases the probability that a coach is fired by about 6 percentage points. This large increase in the probability of being fired after a narrow loss is surprising since barely losing a game have very little predictive power of how successful the coach will be in other games.  In contrast, the score differential is an informative indicator of coach success in other games but has no impact on the probability of a coach being fired (conditioning on whether the game was won or lost). These results are consistent with our model in which the principal ignores the information contained in the level of performance and bases the firing decision solely on whether the task resulted in success.
Despite ignoring broader performance information, teams do account for other information in their firing decisions, as predicted in our model. We find that a coach is less likely to be fired during a season in which they face stronger opponents and that barely losing to a strong opponent produces a smaller change in the probability of being fired than barely losing to a weak opponent. We also find that the marginal impact of losing a game is much higher when the number of wins is already low. For example, among coaches who have won fewer than a third of their other games, barely losing a game increases the probability of being fired by almost 15 percentage points.
In the absence of our theoretical model, one might interpret our empirical results as a form of outcome bias, with teams ignoring valuable information when making firing decisions. Our model illustrates that what might appear to be a behavioral bias can be explained by properly modeling the optimizing behavior that is occurring. In our particular case, the team discards the signaling value of the additional information in order to implement the appropriate incentive for their coaches to win. This trade-off between information extraction and incentives is likely to arise in a number of important contexts.

2. Review of Literature
2.1  Theoretical Literature
In our moral hazard model, the principal uses the threat of firing to motivate greater effort from the agent, as in Stiglitz and Weiss (1983), Shapiro and Stiglitz (1984), Sparks (1986), and Banks and Sundaram (1998).  Each of these models depicts a principal concerned about the continuous output of the agent; the equilibrium contract specifies a performance threshold below which the agent will be fired.  Our principal only cares about a discrete success or failure; we allow similar latitude in setting the firing threshold, but under mild assumptions it ends up coinciding with the principal’s definition of success.  In the preceding papers and ours, the underlying effort of the agent affects a continuous distribution of performance, and thereby changes the likelihood of success.
In both our empirical and theoretical analysis (as well as the preceding papers), we focus exclusively on the firing decision and do not investigate high-powered incentives such as performance bonuses for games won, points scored, or reaching the playoffs; if such incentives are in place, the details are typically not disclosed.  In practice, the threat of firing appears to be an important motivational tool, especially in leadership positions.  Several papers have analyzed contracts that include both firing and performance pay provisions, showing that the former can more effectively align incentives when agents make long-term decisions (Kwon, 2006), have limited liability (Spear and Wang, 2005), or must work in a team where production is limited by the weakest member (Ritter and Taylor, 2004).
The role of noisy information in the moral hazard problem was first highlighted in Holmström (1979) and is typical of most moral hazard models: additional information should always be incorporated into the contract. By providing a more accurate assessment of the agent’s effort, the information allows incentives to depend more directly on that effort, rather than random factors outside the agent’s control. This reduces the cost of eliciting a given level of effort and reduces the agent’s exposure to risk.
In our model, however, the continuous performance measure is ignored in the equilibrium contract, even though performance is correlated with higher effort or natural ability.   Instead, the contract focuses solely on whether success was obtained, thus aligning with the principal’s objective.  Other reasons the optimal contract may ignore information include: more precise information reduces the need to prove one’s self (Holmström, 1999), a coarser signal may induce more effort (Dewatripont, et al, 1999), and more information may reduce credibility in refusing to renegotiate after success (Crémer, 1995).  In each of these settings, contracting on additional information reduces equilibrium effort; in ours, it would encourage effort at inefficient times.  Prat (2005) provides an alternative concern: an agent may conform to conventional wisdom (ignoring his private signal on the best course of action) if the principal can observe his actions.  The last two models consider a discrete outcome, together with discrete effort rather than the continuous action space we use.

2.2  Empirical Literature
There is a rich empirical literature examining the relationship between firm performance and the probability a manager is dismissed. Warner, Watts, and Wruck (1988) and Denis and Denis (1995) show that the probability that a CEO is fired is inversely correlated with changes in firm performance and Khurana and Nohria (2000) and Chevalier and Ellison (1999) find that mutual fund managers are more likely to be fired after a period of poor performance. There is also a large body of research in a variety of sport settings showing that coaches are more likely to be fired after poor team performance (Grusky 1963; Scully 1994; Kahn 2006; Audas, Dobson, and Goddard 2002; Dios Tena and Forrest 2007; and Frick, Pestana Barros, and Passos 2009). 
Nearly all of these studies use a continuous measure of performance with much research about the consequences of failing to reach specific discrete thresholds (Zhou and Swan 2003). One challenge with examining the impact of achieving a discrete threshold is that firms may establish different thresholds for their managers. One publicly available discrete threshold is whether or not a firm achieves their earnings forecast.  Both Puffer and Weintrop (1991) and  Farrell and Whidbee  (2003) find that CEO turnover is more likely to occur when annual earnings fall short of expectations.
The data that would provide the most direct test of threshold effects in firing decisions would be to examine dismissals of managers or employees following a situation where the firm either barely wins or barely loses an important contract or legal case. This type of analysis would require having information on the underlying quality of the proposal or case coupled with information on firm-level firing decisions. These stringent data requirements to conduct a direct test of threshold effects in firing decisions is one reason that in this paper we use data from a sports setting. 
Dios Tenna and Forrest (2007) provide one of the few studies to document a threshold effect for coaches. They exploit an interesting characteristic of professional soccer in Spain in which the bottom three teams in the highest profession league get relegated to a lower league at the end of the summer. They find that losing a game increases the chance that a coach will be fired prior to the next game and that this increase is particularly sharp if the loss causes the coach to have one of the lowest three rankings in the league. Unfortunately this approach is only relevant for coaching changes that occur during the season which constitute a small minority of coach firings in professional sports.
While our study is specifically about the firing decision, there are also examples of threshold effects on CEO compensation. Zhou and Swan (2003) examine the incentive effects of threshold-based performance incentives for CEOs in which bonuses only kick in once certain markers of firm performance are met (based on either return on stock or return on assets). Malmendier and Tate (2009) find that individuals who receive a CEO-of-the-year award from a major national media organization receive significantly more compensation from their firm even though the firm’s performance tends to decrease after the conferral of the award.
A separate strand of research has examined the reverse question of whether firing a manager improves firm performance. In the context of CEOs, Warner, Watts, and Wruck (1988), Denis and Denis (1995), Khanna and Poulsen (1995), and Khorana (1996) present mixed evidence regarding the impact of firing a CEO on immediate changes in share price and subsequent firm performance. Goyal and Wahal (2008) finds that investment management firms are fired by plan sponsors after poor performance, but typically receive the same return from the newly-hired replacement manager. A host authors examine the impact of firing a coach on subsequent team performance, including Allen, Panian, and Lotz (1979); Brown (1982); Van Dalen (1994); Scully (1995); Audas, Dobson, and Goddard (2002); Koning (2003); Wirl and Sagmeister (2008); and Hughes, Hughes, Mellahi, and Guermat (2010).  The results in this literature are mixed and depend on the particular context and time frame.  Our model is consistent with performance not improving after replacing a coach or manager.  This is because firing is used to motivate appropriate effort, rather than to replace a bad coach once detected.

3. Theory
3.1. Base Model
	A risk neutral principal hires a risk neutral agent to complete a particular task, which occurs if and only if the agent’s performance  exceeds a given threshold, which we normalize to 0.  To provide some context, consider three examples.  When a salesman is working to win the business of a large customer, his company does not directly care how impressive his sales pitch was, but whether the contract was ultimately secured.  Similarly, a defendant only cares whether his lawyer manages to acquit him; beyond that, he does not care how persuasive the argument was.  In a sports contest, the owner’s primary objective is to win, with little additional concern for the margin of victory.
Performance is a random variable with continuous cumulative distribution .  We assume that  is twice differentiable in both  and , and that  and .  The first derivative is equivalent to assuming first-order stochastic dominance after increasing .  Thus the principal prefers a higher  because success becomes more likely. The second derivative ensures decreasing marginal returns in , and readily applies to increases in the mean of many common distributions.
	Two factors combine to determine the parameter .  The first is an exogenous, commonly-known component, , which can be thought of as an ex-ante assessment of how likely success is.  This could reflect the innate talent of the agent as well as external circumstances like the difficulty of the particular customer, legal case, or sports opponent.  The second component depends on the effort or resources  expended by the agent.
The cost of effort, , is a random variable with continuous cumulative distribution .  Let .  We assume that  is twice differentiable in  and that  and  for all ; that is, expected costs are increasing and convex in effort.  We also assume  and ; this precludes corner solutions, as small amounts of effort are virtually costless in expectation.
The principal incurs fraction  of the realized cost, while the agent incurs the remainder.  The assumption of stochastic costs prevents the principal from inverting effort after observing realized costs.  For instance, a client typically reimburses his lawyer for specific billable hours, but some general inputs may not be billable, and the usefulness of those hours could vary in quality depending on unobserved effort.  A salesman may make price reductions or other concessions (counted as costs to his firm) to win the contract, but also incurs his own unobservable costs of effort in negotiating those details.  In the context of football, a coach incurs personal costs of time and effort motivating and preparing his team; at the same time, by choosing a more aggressive strategy, he risks injuring players, thereby imposing serious costs on the team owner.
	We consider a discrete contract: the agent is either paid a constant , or is fired and receives .[footnoteRef:2]  This contract still provides two margins for subtle adjustment.  First, the principal can use mixed strategies in whether to fire, and the mixed strategy can depend on the observed performance ; that is, .  Second, the compensation  is endogenously chosen; by increasing it, the principal can make the agent more eager to retain his job.  Whether fired or not, the agent also experiences exogenous disutility .  These are expressed relative to the agent’s outside option, which provides an exogenous utility normalized to 0.  Thus,  can be thought of as the premium above the outside option, paid as an efficiency wage. [2:  We do not allow  to vary with ; doing so would introduce more equilibria, since salary penalties could effectively substitute for firing.  We view this restriction as focusing attention on firing as the disciplinary tool.] 

	For a given state , the objective function of the principal is stated as:

The first term indicates the payoff from task completion times the probability of completion; the last is the principal’s portion of the expected cost of effort.  The remaining terms indicate the cost of compensating the agent if he is retained.  Integrals are evaluated over the support of each distribution.
	On the other hand, for a given state , the objective function of the agent is:

Here, the first term computes his expected compensation, while the last indicates his portion of the expected cost of effort.  He experiences disutility  from working regardless of whether he is subsequently fired.  Note that the agent has no direct utility from task completion.
	An equilibrium consists of a salary , a firing rule , and an effort function  such that: (1)  maximizes , and (2)  and  maximize  subject to the constraint that .  Note that this fits the typical definition of a principal-agent framework.
	An efficient solution, on the other hand, maximizes the joint surplus of the principal and agent, :

This differs from the equilibrium definition by ignoring incentive compatibility: effort  is chosen to maximize the joint surplus rather than the agent’s utility.  Because compensation is merely a transfer of utility between principal and agent,  and  do not appear in the objective.  For any given state , this results in a unique efficient effort level, as characterized below.
Lemma 1.  The efficient solution sets  to the unique solution of , and is always strictly positive.
Returning to the agency problem, we now consider the agent’s individually rational behavior.  In the next lemma, we consider a rather blunt contract: the principal promises to fire the agent with a given probability if the task is not completed, and retains him with certainty otherwise.  Compensation is set so that the agent is ex-ante indifferent about taking the job.  Under this contract, a higher probability of firing encourages greater effort from the agent, though this also requires a larger salary.
Lemma 2.  Let  if  and 0 otherwise, and .  Under this contract, the agent increases effort when  is increased.
This blunt contract can implement the efficient solution, realigning the incentives of the agent with those of the principal.  For this to be achieved, the principal needs to bear a reasonable fraction of the costs, and the base disutility of work needs to be somewhat large.  To be precise, we require that , where  is the maximal joint surplus under effort.  This condition ensures that the principal has sufficient leverage over the agent to induce the efficient level of work.  Of course, the agent is not obligated to do so, but the following proposition demonstrates that he will.
Proposition 1.  If , then the principal obtains the efficient effort  using an equilibrium firing rule  and  otherwise, and salary .  This leaves the principal with an expected utility of . 
	We note that this equilibrium is not unique; in particular, it may be possible to construct other firing rules that still induce the efficient level of effort.  These would provide the same salary and equilibrium utilities, though.  Our simple equilibrium exists whenever , and is highly salient in that agents are rewarded precisely when the principal enjoys success.  Nearly identical results apply with a risk averse agent, though the marginal utility of income is introduced in the firing probability.
The needed assumption still provides a large amount of latitude, particularly when  is reasonably large; that is, most of the costs of extra effort are borne by the principal.  This seems particularly reasonable in the case of football, where player injury is perhaps the largest cost of more aggressive strategies.  Nor does the condition preclude having a strictly positive joint surplus:  is equivalent to , which is fairly easily satisfied.  If the condition did fail, firing for certain after failure would not be sufficient to encourage efficient effort.  Thus, the principal would need to increase the range of performance for which firing is threatened; that is, firing them even if they succeed but only by a small amount.
	The behavior of the equilibrium contract is succinctly characterized by comparative statics.  In particular, these have empirical relevance to observed firing decisions relative to observed performance and other environmental factors.
Proposition 2.  If , then the probability that an unsuccessful () agent is fired rises as  or  increases, and falls as  or  increases.

3.2. Heterogeneous Agent Quality
	To this point, we have assumed that agents are interchangeable, since firing the current agent has no implications for future periods.  To relax this assumption, suppose that the current agent is better than his likely replacement for the next period, meaning that his parameter  is greater than the replacement’s , perhaps due to lower expected quality or the need for training for the next salesman or coach.  Let  denote the transition cost incurred by the principal in getting a new agent.  This transition cost appears in the principal’s problem:

	The firing cost also enters in the joint surplus:

Clearly, any firing () is inefficient in a first-best sense, as it only incurs additional costs.  However,  must be incentive compatible, imposing an additional constraint.  Lemma 2 still applies in this context, so the principal can encourage more effort by increasing the threat of firing.
	In the base model, the firing probability and effort levels are strictly positive, because effort has no marginal cost and a positive marginal benefit when .  When , the cost of encouraging effort is strictly positive, which can outweigh the marginal benefits.  In such a case, the principal will prefer to never fire the coach, even though it results in no extra effort.  These claims are formalized in the following proposition.
Proposition 3.  Let  if  and 0 otherwise, and .  If , the efficient contract always requires .  For  sufficiently large,  is a local maximum of .
Even when  is large, an interior local maximum also typically exists (whose comparative statics behave as in Proposition 2).  In practice, one must compare the joint surplus there to the joint surplus when .  For a large enough , the latter will dominate, yielding .  Intuitively in such a case, the principal would have to impose a large firing probability to reach the interior solution; while this would increase , it would not compensate for the required expected transition costs .

4. Institutional Setting
	Having described our theoretical model, it is helpful to describe the setting in which we will test our model. The NFL is the premier league for American football in the United States. It is currently composed of 32 teams in two conferences, though four of these teams were added during our analysis period. During the regular season, each team plays 16 games. Head coaches in the NFL are responsible for player development, game planning, and in-game strategic decisions. They often delegate many of these responsibilities to a staff of assistant coaches. Head coaches also have only a limited role in constructing the roster of players, which is the primary responsibility of the general manager.
While the hiring and compensation of players is highly regulated by the league, teams have few restrictions placed on their ability to hire and fire coaches. The primary restriction is a “no tampering” rule that precludes teams from contacting coaching candidates currently under contract. On occasion, teams trade assets (usually draft picks) to other teams for the right to hire their coaches. There is considerable variation in the salaries among head coaches in the NFL. In 2007, Mike Holmgren earned $8 million as head coach of the Seattle Seahawks while Lane Kiffin earned $1.25 million as the head coach of the Oakland Raiders. These facts suggest that teams view coaches as having heterogeneous ability. Coaches are typically hired to contracts which are guaranteed for multiple seasons but occasionally teams fire coaches mid-contract despite the fact that they must pay the remainder of the contract.  Usually, coaches are fired at the end of the season though occasionally a coach is fired mid-season.
	In the context of this setting, it is useful to highlight the predictions of our general model.  In doing so, we take the assumption  as given, since every loss would result in immediate dismissal if this did not hold, which does not seem to be empirically relevant
1. A coach is less likely to be fired after a narrow win than a narrow loss.  A coach always has some risk of being fired after each loss, but does not after a win, all else equal.  Firing need not occur in the worst or even below-average season, though it is more likely then.
2. The margin of victory has no impact on firing after controlling for whether or not the coach won.  This is because firing is discrete at  under the optimal contract; the probability of being fired does not vary with the size of the win.
3. The margin of victory is more informative about coach and team ability than whether a team won.  A higher realized performance suggests that  is higher, either due to their circumstances, , or their effort, .  Those who win big are likely to done so previously because they are a stronger team or have a better coach.
4. With higher expected performance but the same win record, the coach is more likely to be fired.  Expected performance enters as an increase in , which increases the firing probability  conditional on losing.
5. The marginal impact of a loss is much stronger when the number of wins is low.  This is consistent with our model when transition costs are positive, assuming that coaches with better records are harder to replace (have higher transition costs).  If so, these elite coaches will have very little chance of being fired.
5. Data
For our analysis, we use data on NFL team performance for the 1985 to 2009 seasons from NFLData.com. Our analysis is based on team-game observations in which we observe the opponent, final score of both teams, and the name of the coach. We also aggregate information across multiple games to create measures of each team’s win percentage up to that point in the season or from previous seasons. 
We supplement these data with information from media reports about whether observed coaching changes are the result of the coach being fired or leaving voluntarily. In any given season, 21 percent of teams experience a change in the coach with about three-quarters of these coaching changes being the result of the coach being fired. We find that a voluntary quit has no significant relationship with team performance. Because such coach transitions appear to be motivated by different factors than coach firings, we focus our analysis on whether or not a coach was fired. 
In Table 1, we provide the summary statistics of all of the measure that we use in our analysis. Our sample includes two observations for each game, one for each team playing. In the first column, we report the summary statistics for the full sample of 11,956 observations. In the second column, we report the same information for just for those observations from teams and seasons where a coach was fired. For those seasons in which the coach was fired mid-season, we restrict the observations to games prior to when the coach was fired. The mean season winning percentage is just slightly above .5 due to a very small number of ties. The average score differential, the difference between the points scored by the reference team and the opponent, is zero with a standard deviation of about 6.2 points per game. On average, a coach has been with his team with 2.7 seasons prior to the reference season.  Coaches that have been fired have a win percentage that is 17 percentage points lower than the average coach (or about 2.6 fewer wins during the season). 
	In Figure 1 we provide a histogram of score differential across the observations in our sample.  A few things are notable about this figure.  First, there is a very small density at a point differential of zero.  Indeed, only .2 percent of games end in a tie.  That is because games that end with a tie score at the end of regulation go into overtime in which the first team to score wins.  However, if neither team scores within a given period of time, the game ends in a tie.  For our analysis, we treat ties as wins.  The results are very similar if we drop ties or include them as losses.  Second, the histogram is completely symmetric.  This follows from the fact that for every team that won by a certain number of points, there is another team that lost by the same margin.  For the purposes of the regression discontinuity analysis that we perform later in the paper, this mechanically ensures that there is no bunching in the density to one side of the cutoff, alleviating concerns of the type discussed by McCrary (2008).  Finally, there are spikes at 3, 7, 10, 14, and other point differentials.  These are due to the fact that teams are awarded 3 or 7 points most often for offensive success.  

6. Empirical Analysis
Close Games and Coach Firing Decisions
Our model predicts that coaches who just barely win a game will be much less likely to be fired than coaches who narrowly lose.  Figure 2 presents graphical evidence on this prediction.  Each of the circles in figure represent the set of games that ended with that particular score differential (with the size of the circle indicating the number of observations included in each bin). The Y-axis is the fraction of coaches in each bin that were fired at the end (or during) the current season. We find that the probability of being fired is relatively flat for games decided by 14 or fewer points.  However, there is a large jump in drop in the probability of the coach being fired right at the discontinuity between winning and losing.  The clarity of this relationship is striking, suggesting that team firing decisions are based largely on winning, with much less weight given to the margin of victory.  
	We examine the relationship more formally using a regression discontinuity design. To do so we estimate the following linear probability model:
.
In this specification, the outcome variable  is whether the coach was fired during that season. The score differential  can take on positive or negative values based on whether the team won or lost the game. The variable is just an indicator for whether the team won or loss, and provides the change in the probability of being fired between a close victory and close defeat. The interaction between score differential and victory (or defeat) allows the slope of the relationship between score differential and victory to vary above and below the victory threshold.  As such, this empirical specification can be thought of as a local linear regression with a rectangular kernel.
It is important to note that our regression includes an observation for each game, even though the coach firing decision only occurs once for the entire season. The coefficients on the win variable provide the impact on the probability of being fired during that season from winning one additional game. Using multiple observations from the same season leads to a high degree of correlation across error terms within a season for a given team.  It may be the case the coach quality is persistent across seasons, leading to an additional correlation.  To address this concern, we cluster correct the observations at the team level.  These Eicker-Huber-White standard errors are also robust to the heteroskedasticity implicit in using a linear probability model.    We perform this regression using a variety of progressively wider bandwidths, which were chosen because they correspond to point values that have high density.
	Table 2 shows the results of this estimation procedure.   Regardless of bandwidth, winning a close game reduces the probability of being fired by between 5 and 7 percentage points.  Once we use a bandwidth of at least 6 points, the results are statistically significant at conventional levels.  Furthermore, the coefficients on the point differential interacted with being above or below the win threshold are generally insignificant unless we use a very large bandwidth.  These results suggest that coaches are held accountable for winning games, but almost no weight is placed on the margin of victory.  This is consistent with our theoretical explanation that teams place incentives on winning as opposed to a more continuous measure of performance to induce efficient effort.
	In Table 3, we examine a set of robustness checks.  Column 1 shows our baseline estimates for a bandwidth of 7 points.  In column 2, we re-estimate the relationship controlling for team and year fixed effects, the winning percentage prior to the reference game, and opponent strength as measured by the opponent’s winning percentage during the season against teams excluding the reference team.  The inclusion of a team’s prior winning percentage causes us to have to drop games from the first week of each season.  If covariates are balanced on either side of the cutoff (which we examine directly later), including these control variables should be inconsequential.  We see that in fact, the inclusion of the covariates has virtually no impact on the coefficients.
	One additional concern with our empirical specification is that 23 out of 113 coach firings occurred at mid-season instead of at the end of the season.  Hence a small proportion of games during a season were played after the coach was fired and consequently can’t have an impact on the firing decision.  We examine this problem in two ways.  First, we include only those games in which the coach who started the season is still the coach.  Column (3) shows these estimates.  Relative to the baseline, the point estimate actually rises since we are not including games that cannot have an outcome on the firing decision.  Second, to alleviate concerns that estimates based on the sample of coaches late in the season may suffer from selection bias, we re-estimate our baseline using only games from the first 4 weeks of the season, prior to any firing decisions.  Because our sample size drops significantly, we report estimates using a bandwidth of 14 points.  Looking in column (4) we see that again our point estimates are very similar to the baseline specification.

Are Close Games Informative of Coach and Team Effectiveness?
	An alternative explanation for our results is that a narrow victory or loss is an important signal of coach and team quality.  Consequently, simple screening models would predict that coaches should be fired as a result of a narrow loss.  We explore this possibility by examining the relationship between score differential for each game and the winning percentage in prior games of the season.  We focus on games prior to the reference game since the outcome of the reference game could drive the optimal level of effort going forward.  For example, a narrow victory could place a team closer to contention in the playoffs or raise the probability a coach is fired.[footnoteRef:3]  This allows us to see whether score differential is informative about team performance and whether a close loss has any marginal information regarding team strength.  Figure 2 shows this relationship.  It is immediately apparent that a team’s winning percentage prior to a game is positively correlated with the score differential in the current game.  However, there does not appear to be any significant jump moving from a narrow loss to a tie or narrow win. [3:  We also find that a narrow victory tends to have no significant impact on the subsequent winning percentage either.] 

To examine more formally whether or not winning has a statistically relationship with winning percentage in prior games of the season, we again perform a regression discontinuity analysis using the methodology described above.  In this analysis, however, the dependent variable is the winning percentage in prior games.  Table 4 shows these results.  Regardless of bandwidth, winning a close game is never correlated with the winning percentage in prior games at the 5-percent level.  It is only marginally significant when we include games decided by 14 or fewer points.  When we either increase or decrease the bandwidth, the relationship is small and statistically insignificant.  While winning a close game appears unrelated to prior performance, the score differential in victories is consistently a predictor of past performance once we use a bandwidth of at least 10 points.  In specifications in which we regress past winning percent on only a linear measure score differential, the coefficient on score differential is positive and statistically significant even looking at games decided by 3 or fewer points.[footnoteRef:4]  Collectively, these results suggest that while score differential is a relatively strong measure of team performance, experiencing a narrow win is uninformative.  This is consistent with our theoretical model and inconsistent with other explanations in which the firing decisions are based on the information content of a narrow loss. [4:  A regression of past winning percentage on prior winning percentage on score differential for games decided by 3 or fewer points yields a coefficient of .005 on score differential with a t-statistic of 2.2.] 

This specification also serves as a valuable check into the identifying assumption of our primary analysis that team strength and coach quality are similar for narrow wins and losses.    Performing a similar analysis examining the impact of a close win on winning percentage for the team across all seasons (excluding the reference game) and the winning percentage of a coach across all seasons (again excluding the reference game) yields insignificant results, regardless of the bandwidth we use.  Collectively, these results suggest that the assumption that coaches are comparable on either side of the victory cutoff is compelling.

Are the Results Due to the Fact that the Only Salient Information Is the Win-Loss Record?
	One plausible behavioral explanation for our results is that the winning percentage is salient, while other pieces of information such as margin of victory or the reason why the games were lost is not salient.  In this situation, the observed results reflect cognitive limitations as opposed to (or perhaps in addition to) a rational model of efficient incentives.  Our baseline regression discontinuity results alone do not allow us to separate these competing explanations.  However, we can examine whether other pieces of information that affect the probability of victory are taken into account in the firing decision.  
To conduct this test, we run the same regression discontinuity regression as before but interact each of the variables with a measure of opponent strength, which is based on the opponent’s winning percentage against other teams (excluding the reference team) during the same season.  This specification allows both the impact of winning as well as the slope of the score differential variables to vary with opponent strength.  It also allows opponent strength to have a direct effect on the probability of being fired.  We also estimate specifications in which we include the direct effect of opponent strength without examining all of the interactions.
	Table 5 reports results from these specifications.  Note that opponent winning percentage has been centered around its mean so that the direct effect of losing a game is comparable to the baseline specifications.  In the first column, using a bandwidth of 7 points, we see that winning a game is still, on average, associated with an approximately 7 percentage reduction in the probability that a coach is fired.  The direct effect of playing a stronger team is to dramatically reduce the probability of being fired.  Furthermore the interaction effect is positive, though insignificant, suggesting that coaches are held less accountable for losing to a strong opponent than a weak one.  When we expand the bandwidth to 14 points, we see the same negative direct effect of playing a strong team on the probability of being fired.  The interaction term between winning and playing a strong team remains insignificant but has flipped sign.  
In columns (3) and (4) we eliminate to the interaction effects and just focus on the direct effect of playing a stronger team, which is strongly negative.  We see that regardless of bandwidth, the impact of losing a game is similar to our baseline and that playing against a stronger opponent has a strong negative and significant effect on the probability of being fired.  Playing a team that won 75 percent of its other games instead of a team that won only 25 percent of its other games reduces the probability of being fired by about 6 percentage points.  Collectively, these results suggest that teams do hold coaches to a lower standard of performance if they are playing against a more difficulty opponent and hence the information on opponent strength is highly salient.[footnoteRef:5]  However, we lack the statistical power to verify the prediction that the interaction term between winning a game and opponent strength should be positive. [5:  Schedule strength is based in part on performance during the prior season.  These results are robust to controlling for winning percentage during the prior season.] 


Examining the Impact of Losing the Reference Game Based on Performance in Other Games During Season
	A literal reading of our model depicts coaches as being evaluated on a game-by-game basis; yet in practice, coaches appear to be held accountable for performance over a season.  Consequently, the impact of losing a game on the probability of being fired depends on the outcome of other games during the season.  We examine this by looking at the impact of losing a game as a function of how the team performed in other games during the season (including games that will be played after the reference game).  We use the same regression discontinuity research design that we have used throughout the paper.  In column (1) of Table 6 we examine the impact of losing a close game for teams that have won fewer than one third of their other games.  For those teams, we see that winning a game reduces the probability of being fired by 15 percentage points.  For teams that won more than one third and of their other games, analyzed in column (2), losing a game has virtually no impact on the probability the coach is fired.
	An alternate approach to the same issue is to examine the impact of losing a game based on the coach’s performance in the prior season.  In column (3) of Table 6 we see that for coaches who won fewer than half their games in the prior season, the impact of winning a game in the current season on the probability of being fired is an 11 percentage point reduction in the probability of being fired.  For coaches who won a majority or more of their games, analyzed in column (4), the reduction is only 6 percentage points.  The results are similar and more precise if we increase the bandwidth.
Both approaches suggest that once coaches excel during a season, the incentives associated with winning are greatly reduced during that and the subsequent season relative to coaches who have performed less well.  This is consistent with our model; as evidence mounts that a coach is well above average, the threat of firing is no longer used.  This efficiently reduces the incentives for effort, as success is likely even without expending costly effort.  
7.  Conclusion
	While many labor markets involve a positive return to performance, there exist a wide range of settings in which the returns to increased performance are positive only if the additional performance moves the outcome of a task from failure to success. We develop a theoretical model that describes the optimal labor contract in such a setting. We find that while the actual level of performance may be informative about the worker’s ability or effort, the optimal contract ignores this information and bases the firing decision solely on whether the task resulted in success or failure. 
	We use data from twenty-five seasons of NFL coupled with a regression discontinuity design to provide strong support for the predictions of our theoretical model. We find that increasing the margin of victory (conditional on winning) does almost nothing to reduce the probability that a coach is fired, but winning the game (even by just one point) reduces the probability by almost 6 percentage points. The same is true for losing coaches; there is almost no protective benefit of narrowing the final score if it still results in a close loss. The effect of a close loss on the probability of being fired is particularly large for coaches that have won a small fraction of their games already or are playing a weaker opponent.
An alternative explanation for our results is that teams fail to take into account all available information when making firing decisions.  Hence the failure of teams to take into account margin of victory when making coach firings decisions reflects cognitive limitations on the part of team owners and managers similar to Khanna and Poulsen (1995), Bertrand and Mallainathan (2001), and Wolfers (2002) which discuss settings in which agents are held accountable for performance outside of their control. Our theoretical framework provides a rational explanation for the failure of principals to take into account all observable information.  Additionally, the fact that teams take into account opponent strength when making firing decisions demonstrates the ability of teams to appropriately incorporate information regarding factors outside of the control of the coach when making personnel decisions.
	The results of our theoretical model and empirical evidence point to the natural trade-off that firms face in either using the continuous measure of performance as a better signal of the agent’s true ability or using the single indicator of success/failure as the optimal way to encourage effort. In a competitive economic environment in which firms can barely win (or barely lose) large contracts or legal verdicts, our model and results suggest that firms can employ rather blunt incentives to achieve efficient effort from their employees.
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A. Proofs
Proof of Lemma 1:
	Note that the second derivative of  w.r.t. , , is negative by assumption.  The first order condition requires .  If one defines , note that , which is negative by our assumptions on  and .  Thus, the solution to  is unique.  Such a solution must exist and is strictly positive, since  and  implies , while , , , and  for all  ensure that .	

Proof of Lemma 2:
	Under this contract, the agent will solve for  in the following first-order condition: .  As in Lemma 1, this has a unique interior solution so long as  and .   After substituting in  and rearranging, the agent’s chosen effort will satisfy:

By implicit differentiation,

The inequality holds because  while all other terms are positive.	

Proof of Proposition 1:
	The assumptions on  ensure that the probability of firing is between 0 and 1.  If , then   On the other hand, if , then , which rearranges to , thus ensuring that .
Now consider the agent’s choice of .  Under the proposed contract, his utility simplifies to .  The first order condition is identical to that of the first-best solution, and will result in the efficient level of effort.  Moreover, the proposed salary is obtained by solving for  in . Hence, the contract satisfies incentive compatibility and the participation constraint.
	We next consider the constrained optimization problem of the principal:

Here,  is the incentive-compatible effort given the offered contract.  Note that the risk neutrality of both principal and agent ensure that .  We consider whether the principal, by offering an alternative contract, can increase his own utility relative to the proposed solution. For instance, suppose  is increased by  for some subset  that has strictly positive measure under .  This yields the derivative:

The first term reflects the direct effect of the increase over , in that firing is more likely, which saves the principal money but reduces the agent’s utility.  Since , this term drops out.  The second and third terms account for the indirect effect of the increase on effort , on the principal and agent, respectively.  Note that because the proposed contract induces efficient effort, we know that , so the third term is zero.  After combining , the second term is similarly eliminated.
	Alternatively, suppose  is increased by .  This yields the derivative:

Again, the first term is the direct effect of changing , helping the agent and harming the principal; it is eliminated because   The second and third terms are the indirect effect due to increased effort, ; as before, these terms are eliminated because of the optimality of the induced effort.
	Hence, in both dimensions, the first order conditions are satisfied, and the firing rule and salary constitute an equilibrium strategy.	

Proof of Proposition 2:
Since , then the ex-ante probability of being fired conditional on failure is  after substitution and rearrangement.  Neither  nor  affects the optimal effort, so we can take their comparative statics directly; an increase in either causes the denominator to be larger and hence  to be smaller.
The optimal level of effort  does depend on ; indeed, by implicit differentiation, , where  is defined as in the proof of Lemma 1.  Thus, the derivative on  is: .  Since  at , the last term in the numerator drops out, and all remaining terms are positive.
In a similar vein, the implicit effect of  on  is: .  Since  and  are strictly positive, .  The derivative on  is: .  Again, the last term in the numerator drops out, and since , . 	

Proof of Proposition 3:
	Under this contract, the surplus simplifies to .  Remembering that  enters in  and  is a function of , the derivative of  w.r.t.  is:  
	When evaluated at ,  and , so .  The fractional term is strictly positive, so if  then .  Moreover, when  and , then  iff .  As shown in Lemma 1, our assumptions on  and  ensure that these only equate at , so there is a unique interior solution for optimal firing probability .
	On the other hand, if  and T is sufficiently large then , since .  This means that  is a local maximum.	



Figure 1. Histogram of Score Differential.
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Notes: Observations are at the team-game level. The score differential is the difference between the team’s score and that of their opponent.


Figure 2. Probability Coach Is Fired as a Function of Score Differential.
[image: R:\JoePriceResearch\sports_projects\nfl_coaches\figure2.png]
Notes: The circles represent the mean outcome for each score differential value. The size of the circle is proportional to the number of games represented.  The dashed line represents the predicted outcome, which was estimated with a second order polynomial fully interacted with an indicator variable for whether the score differential was greater than or less than zero.  The solid lines represent the 95 percent confidence interval.



Figure 3. Winning Percentage in Prior Games of Season as a Function of Score Differential.
[image: R:\JoePriceResearch\sports_projects\nfl_coaches\figure3.png]

Notes: The circles represent the mean outcome for each score differential value. The size of the circle is proportional to the number of games represented.  The dashed line represents the predicted outcome, which was estimated with a second order polynomial fully interacted with an indicator variable for whether the score differential was greater than or less than zero.  The solid lines represent the 95 percent confidence interval.

Table 1: Summary Statistics
	
	
	

	
	Full Sample
	Fired Coaches

	Win
	0.501
(0.500)
	0.331
(0.471)

	Number of Wins during the season
	7.994
(3.013)
	5.301
(2.478)

	Margin of Victory
	11.652
(9.232)
	11.713
(9.387)

	Predicted Margin of Victory 
	5.556
(3.539)
	5.760
(3.628)

	Coach tenure
	3.456
(2.591)
	3.628
(2.203)

	Change of coach 
	0.210
(0.407)
	--


	Coach Fired
	0.151
(0.358)
	--


	
	
	

	N
	11,956
	1,808



Notes: The full sample is based on the 11,956 regular season games from the years 1985 to 2009.  In each year, there were 16 regular season games were played except in 1987, when due to labor conflict only 15 games were played. The margin of victory and predicted margin of victory are based on the perspective of the team that won the game.

     
23

Table 2: Regression Discontinuity Estimates of the Impact of a Win on the Probability a Coach is Fired.

	
	(1)
	(2)
	(3)
	(4)
	(5)

	Win Coefficient
	-0.079
(0.049)
	-0.066**
(0.026)
	-0.071**
(0.021)
	-0.066**
(0.018)
	-0.054**
(0.015)

	Score Differential*Below
	0.009
(0.016)
	0.003
(0.004)
	0.002
(0.003)
	0.000
(0.002)
	-0.002*
(0.001)

	Score Differential*Above
	-0.003
(0.011)
	-0.005**
(0.002)
	-0.002
(0.002)
	-0.002
(0.001)
	-0.002**
(0.001)

	
	
	
	
	
	

	Bandwidth
	3
	7
	10
	14
	21

	R-Squared
	0.008
	0.012
	0.011
	0.012
	0.016

	Observations
	2,782
	5,508
	6.768
	8,290
	10,168



Notes: Standard errors are in parentheses and are clustered at the team level.  * and ** indicate statistical significance at the 10 and 5 percent level respectively.



Table 3: Estimates of the Impact of a Win on the Probability a Coach is Fired—Robustness Checks.

	
	(1)
	(2)
	(3)
	(4)

	Win Coefficient
	-0.066**
(0.026)
	-0.062**
(0.027)
	-0.069**
(0.027)
	-0.057*
(0.033)

	Score Differential*Below
	0.003
(0.004)
	0.004
(0.004)
	0.003
(0.004)
	0.000
(0.003)

	Score Differential*Above
	-0.005**
(0.002)
	-0.004
(0.003)
	-0.005*
(0.002)
	0.000
(0.002) 

	Winning Percentage in Prior Games
	
	-0.271**
(0.037)
	
	

	Opponent Winning Percentage
	
	-0.095**
(0.024)

	
	

	Weeks in Season Used
	All
	Excluding first game of season
	Excluding games after coach change
	First 4 games of season

	Team and Year Fixed Effects
	No
	Yes
	No
	No

	Bandwidth
	7
	7
	7
	14

	R-Squared
	0.012
	0.118
	0.012
	0.009

	Observations
	5,508
	5,163
	5,417
	2,020



Notes: Standard errors are in parentheses and are clustered at the team level.  * and ** indicate statistical significance at the 10 and 5 percent level respectively.


Table 4: Regression Discontinuity Estimates of the Impact of a Win on the Winning Percentage Prior to the Reference Game.
	
	(1)
	(2)
	(3)
	(4)
	(5)

	Win Coefficient
	0.019
(0.027)
	0.022
(0.018)
	0.023
(0.017)
	0.026*
(0.014)
	0.014
(0.011)

	Score Differential*Below
	0.002
(0.009)
	0.002
(0.003)
	0.001
(0.002)
	0.001
(0.001)
	0.002**
(0.001)

	Score Differential*Above
	0.002
(0.008)
	0.002
(0.003)
	0.003**
(0.002)
	0.003**
(0.001)
	0.004**
(0.001)

	
	
	
	
	
	

	Bandwidth
	3
	7
	10
	14
	21

	R-Squared
	0.003
	0.006
	0.008
	0.011
	0.022

	Observations
	2,604
	5,163
	6,367
	7.794
	9,554



Notes: Standard errors are in parentheses and are clustered at the team level.  * and ** indicate statistical significance at the 10 and 5 percent level respectively.
Table 5: Impact of Winning on Coach Firings Accounting for Opponent Strength.

	
	(1)
	(2)
	(3)
	(4)

	Win Coefficient
	-0.069**
	-0.068**
	-0.067**
	-0.068**

	
	(0.025)
	(0.017)
	(0.025)
	(0.017)

	Opponent Strength
	-0.246**
	-0.127**
	-0.120**
	-0.137**

	
	(0.081)
	(0.055)
	(0.025)
	(0.038)

	Win*Opponent Strength
	0.112
	-0.020
	
	

	
	(0.097)
	(0.065)
	
	

	Bandwidth
	7
	14
	7
	14

	R-Squared
	0.016
	0.015
	0.015
	0.015

	Observations
	5,508
	8,290
	5,508
	8,290



Notes: Standard errors are in parentheses and are clustered at the team level.  * and ** indicate statistical significance at the 10 and 5 percent level respectively. The opponent strength is centered at 0.5.

Table 6: Impact of Winning on Coach Firings Accounting for Performance in Other Games.
	
	(1)
	(2)
	(3)
	(4)

	Win Coefficient
	-0.148**
(0.065)
	-0.016
(0.021)
	-0.108*
(0.054)
	-0.040
(0.028)


	Sample
	Win Pct<.33
	Win Pct>=.33
	Prior Year Win Pct<.5
	Prior Year Win Pct>=.5

	Bandwidth
	7
	7
	7
	7

	R-Squared
	0.013
	0.004
	0.020
	0.010

	Observations
	1,411
	4,097
	1,529
	2,624



Notes: Standard errors are in parentheses and are clustered at the team level.  * and ** indicate statistical significance at the 10 and 5 percent level respectively.
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